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1. **摘要**

**一般市面上的風扇只能固定轉速，並且沒有考慮人體溫度，缺乏便利和舒適性，為了解決這個問題，我們使用Q-Learning結合電風扇，實現出個人化的電扇，並利用ESP8266將風扇連上WIFI，建立與資料庫的連線，將q\_table上傳至資料庫儲存，讓下一位使用者登入時，能夠從資料庫存取自己的q\_table，經過長時間的訓練之後，能夠根據使用者狀態自動調整到最佳的狀態。**

**關鍵詞:** **Reinforcement learning、智能風扇、ESP8266、資料庫。**

**二、專題研究動機與目的**

**電風扇是日常生活必備的家電，但是市面上大多僅考慮環境溫度而沒有考慮使用**

**者體溫的風扇。夏天在冷氣房時，一般風扇只能固定風速，剛開始覺得很熱，但因熟睡後風速不變，體溫下降，經常因為冷醒才把電扇關掉，十分缺乏便利和舒適性。因此我們希望能設計一個能根據人體溫度自動調整風速的電扇，來讓使用者能維持在最舒適的溫度。**

三**、專題重要貢獻**

**本次專題實作之風扇，利用q-learning找到每個溫度下的最適風速，並且將q-table上傳資料庫，使用者登入後，就能藉由ESP8266連線wifi從資料庫中下載相應的q-table，達到個人化風扇的效果。**

**四、團隊合作方式**

**表4.1是我們團隊的合作方式，分為三個階段，前期主要以查詢資料，決定方向為主，中期完成硬體的配置，以及軟體實作，後其統整所有資料及製作實驗數據。**

|  |  |
| --- | --- |
| 表4.1 團隊合作方式 |  |
| |  |  | | --- | --- | | 前期 | 1. 決定專題題目 2. 閱讀相關論文 3. 蒐集相關資料 | | 中期 | 1. 完成q-learning的設計  2. 完成硬體的配置  3. 實現登入頁面、將風扇連上資料庫 | | 後期 | 1. 評估數據  2. 調整參數  3. 撰寫報告 | |  |

**五、設計原理、研究方法與步驟**

**5.1****機器學習原理**

**機器學習是一門開發演算法和統計模型的科學，旨在讓電腦從大量的數據中學習並自主地進行預測、分類、集群等任務，而不需要明確的程序或規則。主要分成三大類，監督式學習、非監督式學習和強化學習三種類型，如圖5.1。**

|  |
| --- |
|  |
| **圖5.1 機器學習架構圖[12]** |

**本次專題主要利用其中的強化學習，在強化學習中，agent通過觀察環境的狀態，進行行動，並根據環境的反饋學習最佳行動策略。強化學習不需要正確的輸出輸入，而是強調如何基於環境而行動，以取得最大化的預期利益，十分符合我們專題所需，圖5.2為題例說明。**

|  |
| --- |
|  |
| **圖5.2 強化學習主要流程[11]** |

**5.2 Q-learning原理**

**Q-learning中會需要一個代理人(Agent)，用來表示在不同環境下做出決定的角色，而我們需要決定角色面對到的狀態(State)，和定義面對此狀態所做出的動作(Action)，最後每個state和action對應到的即為Q值，Q值越大Agent越容易以其**

**action做為下一步的動作，圖5.3為Q-learning演算法。**

|  |
| --- |
|  |
| **圖5.3 Q-learning演算法[9]** |

**其中的核心公式Q-function由圖5.4所示，Q(s, a)是在狀態s下採取行動a的Q值，α是學習率控制了每次更新Q值時新信息的貢獻程度。如果學習率太高，更新Q值時可能會太過於激進，導致算法無法收斂或收斂緩慢。r是在狀態s下採取行動a後收到的，γ是衰減因子，γ值越大，未來回報的價值越高，Agent更加重視未來的回報，將更加注重長期利益，maxQ(s', a')是在狀態s'下所有可能的行動a'的最大Q值。**

|  |
| --- |
|  |
| **圖5.4 Q-function[10]** |

**5.3****藉由PWM控制風扇轉速**

**脈波寬度調變( Pulse Width Modulation ) 簡單 PWM ，是一種控制脈波工作週期(duty cycle)來達到控制輸出電壓的一種控制方式。由下方公式可知方波的直流值是與工作週期成正比，因此我們只要改變工作週期，就可以改變輸出的電壓(圖5.5)進而改變風扇的轉數，在arduino中可以設定的週期範圍為0到255。**

**VDC= Max Vin x Duty Cycle**

|  |
| --- |
|  |
| **圖5.5 輸出電壓對工作週期折線圖** |

**5.4選擇強化學習― Q-learning**

**本次專題主要考量人體溫度和風扇轉速的關係，溫度的變化是連續不斷的，而且對於使用者來說，冷熱的感受是十分主觀的，我們無法事先將資料做標記，因此我們選強化學習當中的Q-learning，就由讓風扇探索環境累積經驗，在未來遇到類似經驗時就能選出最優的決策。**

**建構Q-table**

**我們將action從-100每格遞增10到100，總共21格，以及state為根據目前體溫和目標溫度的差值以每格0.2℃的差距，從+8.0℃到-8.0℃，一共81格如表5.1所示。**

**表5.1 風扇之Q-table**

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | **PWM** | | | | | | | | | |
| **溫差** |  | **-100** | **-90** | **…** | **-10** | **0** | **+10** | **…** | **+90** | **+100** |
| **+8.0** |  |  |  |  |  |  |  |  |  |
| **...** |  |  |  |  |  |  |  |  |  |
| **+0.4** |  |  |  |  |  |  |  |  |  |
| **+0.2** |  |  |  |  |  |  |  |  |  |
| **0.0** |  |  |  |  |  |  |  |  |  |
| **-0.2** |  |  |  |  |  |  |  |  |  |
| **-0.4** |  |  |  |  |  |  |  |  |  |
| **…** |  |  |  |  |  |  |  |  |  |
| **-8.0** |  |  |  |  |  |  |  |  |  |

**5.5設計主要的訓練演算法**

**(1)偵測溫度**

**(2)查詢q-table並選擇最大q值的action**

**(3)檢查溫度是否有往目標溫度前進有則加分，反之扣分**

**(4)利用圖5.4中的公式更新Q-table**

**回到(1)繼續訓練直到結束，圖5.6為其流程圖**

|  |
| --- |
|  |
| **圖5.6 訓練驗算法流程圖** |

**六、系統實現與實驗**

**6.1硬體方面:**

* + **Arduino Mega2560**
  + **ESP8266**
  + **L298N**
  + **DS18B20**

**6.1.1 Arduino Mega2560**

**於Arduino系列開發板的一員(圖6.1)。它擁有54個數字I/O引腳（其中15個可作為PWM輸出），16個類比輸入引腳，4個UART串口，16 MHz的晶體振盪器，256 KB的Flash存儲器，8 KB的SRAM和4 KB的EEPROM。它支持USB接口和外部電源供應，可通過USB接口與電腦連接進行溝通和數據傳輸。應為其儲存空間較大，因此我們使用此來當作風扇和軟體之間的橋樑。**

|  |
| --- |
|  |
| **圖6.1 Arduino mega 2560** |

**6.1.2 ESP8266**

**此模組能讓上述的arduino開發版能連上wifi，ESP8266有許多系列，我們是使用ESP-01s來讓我們的風扇能跟資料庫連結。ESP-01s模組具有8個引腳，包括2個GPIO、UART串口通訊口和ADC（類比數位轉換器）引腳，並且具有內置的WiFi天線。它可以透過AT指令進行控制，支持STA（station）和AP（access point）模式，並且可以通過TCP/IP協議進行無線通訊。此外，ESP-01s還具有支持WPA/WPA2安全協議的加密功能，可保護無線通訊的安全性，圖6.2、圖6.3為其與arduino 開發板的接腳圖。**

|  |
| --- |
|  |
| **圖6.2 Arudino 和 ESP01s的接線圖[13]** |

|  |
| --- |
|  |
| **圖6.3 Arudino 和 ESP01s的實際接線圖** |

|  |  |  |  |
| --- | --- | --- | --- |
| **6.1.3 L298N**  **L298N(圖6.4)是馬達驅動模組，可用於控制直流馬達和步進馬達等負載，電壓範圍為5V至35V，它可以通過控制輸入端的信號控制馬達的轉向和速度，正好符合我們挑整風扇轉數的需求。** | |  | | --- | |  | | **圖6.4 L298N** | |
|  |  |

**表6.1為L298N和Arduino mega 2560的接線關係，其中L298N需要外接12V的電源，並將L298N上的GND接到Arduino mega 2560上，使其能夠順利運行。**

**表6.1 mega 對L298N腳位**

|  |  |
| --- | --- |
| Arduino mega 2560 | L298N |
|  | 12V外部電源 |
| GND | GND |
| Pin8(PWM) | IN1 |
| Pin9(PWM) | IN2 |

**6.1.4 DS18B20**

**它使用1-Wire（One-Wire）資料傳輸協定，資料傳輸只需一條線即可，需要三個腳位（電源、資料、接地）。此溫度感測元件溫度感測範圍-55°C到+125°C，而且在 -10 °C～85 °C 這個範圍內保證 ±0.5°C 的精確度，偵測的溫度讀數已在內部校正為攝氏刻度，因此我們選擇此元件來偵測人體的體溫，如圖6.5。**

|  |
| --- |
|  |
| **圖6.5 DS18B20** |

**表6.2 mega 對L298N腳位**

|  |  |
| --- | --- |
| **Arduino mega2560** | **DS18B20** |
| GND | GND |
| 5V | VCC |
| Pin5 | Data |

**6.2風扇和各個模組的實際接線圖**

**圖6.6、圖6.7為風扇的實際接線圖**

|  |
| --- |
|  |
| **圖6.6風扇實際接線圖** |
|  |
| **圖6.7 風扇實際接線圖** |

**6.3軟體方面**

**6.3.1 使用者登入**

**使用者可利用QR code掃描登入， 用戶可註冊新帳號或登入舊有的帳號如圖6.8。**

|  |
| --- |
|  |
| **圖6.8 登入畫面** |

* + 1. **ESP8266連上WIFI、TCP連線**

**利用ESP8266函式庫連到指定的WIFI，風扇和伺服器建立TCP連線。**

* + 1. **連線資料庫取得資料**

**使用者登入後，系統會抓取之前的q-table，並將其傳送給風扇，如未登入過，將初始化新的table再傳給風扇，如圖6.9所示。**

|  |
| --- |
|  |
| **圖6.9 登入及傳送資料示意圖** |

**6.3.4****用q-learning開始訓練**

**一開始會設定一個基本風速，記錄使用者的感受並改變風速，例如感覺冷會使風速降低，反之風速增加，當使用者感受到一次冷和一次熱時，利用二分法，推斷使用者最適溫度落在此區間內，藉由兩個溫度取中間值當目標溫度開始訓練。**

**每3秒偵測溫度，從q-table中選出q值最高的action，並計算reward，計算方式如下:**

* **判斷此action是否有使溫度靠近目標溫度，如果是，reward為此溫度差乘10，不是則為負的。**
* **溫度不變但溫度為目標溫度則reward為20，反之如果不是目標溫度則reward為-20**

**最後根據q-function來更新q-table。**

**6.3.5訓練結果更新資料庫**

**利用ESP8266跟資料庫建立TCP連線，將q-table傳給資料庫，如圖6.10 所示。**

|  |
| --- |
|  |
| **圖6.10 Q\_table上傳示意圖** |
|  |

**6.3.6整體流程圖**

**圖6.11 為風扇整體架構的流程圖**

|  |
| --- |
|  |
| **圖6.11 整體流程圖** |

**6.4實驗設計**

**將風扇放置於離受試者約40cm處，吹向胸口至脖子的位置，檢測溫度變化，最後根據其測量值來觀看效果，用同樣方式測量一般風扇對溫度的影響，並比較兩者間的差異。**

**七、效能評估與成果**

**圖7.1為使用q-learning訓練的結果，Y軸為溫度和X軸為訓練次數的關係圖，一開始epsilon值較高，會採取較多隨機action，造成前期溫度較不穩定，隨著訓練次數增加，降低epsilon的比率，讓風扇可以根據q-table來選擇action，溫度也因此逐漸朝目標溫度收斂。**

|  |
| --- |
|  |
| **圖7.1 溫度對次數的折線圖，紅線為目標溫度32.78°C** |

**圖7.2為PWM值和次數的關係圖，相關係數為-0.16，從圖中可得知PWM值隨著訓練次數增加， PWM值越小，由圖7.3可看出呈現負相關。根據圖7.1，溫度最後會逐漸在目標溫度附近，因此風扇會選擇PWM較小的值來穩定溫度。**

|  |
| --- |
|  |
| **圖7.2 PWM對次數的折線圖，紅線為PWM和times的線性關係** |

|  |
| --- |
|  |
| **圖7.3 PWM對溫度的點陣圖，紅線為PWM和times的線性關係** |

**圖7.4為一般固定轉速之風扇，隨著次數的增加，體溫逐漸下降，偏離目標溫度**

|  |
| --- |
|  |
| **圖7.4溫度對次數的折線圖，紅線為目標溫度32.78°C** |

**八、結論:**

**有q-learning訓練的風扇在一開始訓練時雖然會花較多時間在訓練，但是隨著時間推移，很明顯較一般市售風扇在維持最適溫度有更好的表現。不過因為風扇無法對環境溫度和濕度有太大的影響，因此在不同的室溫和環境下，都可能會影響最適溫度的決定。**
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